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GaAsP/GaAs photocathodes currently in use for spin-polarized electron beams at particle ac-
celerators are not commercially available, easy to make, or well-suited for further innovation. In
this work, we study a photocathode candidate system of 10 quantum wells formed by alternately
growing InAlGaAs and AlGaAs on a relatively inexpensive, commercially available GaAs (001)
wafer via molecular beam epitaxy. We optimize material quality of this system by comparing
magnetotransport-derived mobilities for samples grown with variations in growth temperature and
AlGaAs barrier construction. From Hall measurements and analysis of Shubnikov-de Haas oscilla-
tions, we determine electron sheet carrier density (ns), transport mobility (µt), transport lifetime
(τt), effective mass (m∗), quantum mobility (µq), and quantum lifetime (τq) in each sample. We
did not find that any of the modifications to the AlGaAs barriers improved transport mobility but
that cooler growth temperatures, and higher growth temperatures to a lesser extent, led to notably
better transport mobilites, indicating cooler growth is favorable for producing the highest quality
material in this system.

I. INTRODUCTION

Electron beams are of great utility in particle acceler-
ators for probing the structure of nucleons, characteriz-
ing quark confinement, and cooling other beams of par-
ticles, such as protons or positrons [1]. In recent years,
there has been increasing demand for the advancement
of spin-polarized electron beam sources in order to test
parity violations of the standard model and many other
strong and electro-weak interactions [2, 3]. One of the
main barriers to such advancement is the improvement
of the photocathodes from which spin-polarized electron
beams are produced. The GaAsP-based photocathodes
currently in use are difficult to grow, not reliably com-
mercially available, and have little room for innovation
in the material system design.

In order to understand how we can develop the next
generation of spin-polarized photocathodes, it is valuable
to consider the physics behind producing a spin-polarized
electron beam. All of these photocathodes are based on
GaAs and exploit its interaction with circularly polar-
ized light. Due to quantum mechanical selection rules,
when circularly polarized light is incident on GaAs, it
excites electrons from the heavy hole valence band to
one spin state of the conduction band and electrons from
the light hole valence band to the opposite spin state
of the conduction band, with heavy hole electrons being
promoted three times as often [1]. Which conduction
band spin state these electrons will be promoted into

is determined by the chirality of the incident light. In
bulk GaAs, this leads to a maximum spin polarization of
50%. This value can be increased by introducing mechan-
ical strain into the crystal to energetically separate the
heavy hole and light hole bands. Doing so changes the en-
ergy gaps between these two valence band states and the
conduction band states by different amounts. Addition-
ally, quantum confinement of the charge carriers will also
contribute to breaking the heavy hole/light hole degener-
acy. Through these two effects, this will theoretically en-
able targeted excitation from a single valence band state
and 100% spin-polarized photoemission. While there are
many complications to physically realizing such a polar-
ization, increasing polarization as high as possible while
maintaining good quantum efficiency is a major aim of
designing a spin-polarized photocathode.

One of the main challenges in designing photocathodes
based on strained GaAs is that past the critical thickness
the crystal structure will relax and it will lose its en-
hanced spin polarization. One approach that circumvents
this issue is to use strained superlattices, or materials in
which two or more semiconductors are layered in a re-
peating fashion. These materials are specifically designed
so that the adjacent layers will have lattice constant mis-
matches of up to a few percent to introduce mechanical
strain and layers under the critical thickness [4]. When
compared to a single layer of a strained GaAs, whose
thickness is limited to avoid relaxation, these structures
allow for a sample with a larger total amount of a strained
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FIG. 1. Schematic of the basic design of the photocathodes
we study in this work. For the InAlGaAs wells, the default
Al content is 23% and for the AlGaAs barriers it is 27.4%.
See Tab. I for composition details for individual samples.

GaAs to act as the active part of the photocathode.
Additionally, these strained superlattices can be used

to build systems of multiple quantum wells by alternating
semiconductors of different band gaps. This effectively
confines charge carriers to in-plane motion and creates a
2-D electron gas (2DEG) transport system. Since elec-
tron energies are confined to discrete steps in this 2DEG
transport, for a laser emitting light of the right energy,
each photon has a higher probability of resulting in a pho-
toemission by the material, thus increasing the quantum
efficiency.

Advances in GaAs-based spin-polarized photocathodes
utilizing strained superlattices with varying levels of Al
and In incorporated into the GaAs structure have re-
ported some of the highest spin-polarization values re-
alized in photocathode materials [5]. In this work, we
use magnetotransport measurements to quantify charge
carrier properties (density, transport and quantum mo-
bilities, transport and quantum lifetimes, and effective
mass) of InAlGaAs/AlGaAs multiple quantum well sys-
tems of varied growth temperatures and composition to
determine which conditions optimize material quality for
photocathode development.

II. EXPERIMENT

All samples studied are n-type heterostructures grown
on commercially available (001) GaAs wafers via molec-
ular beam epitaxy. Modulation doping layers of Si are
included in the AlGaAs barriers with 2.3 Å between the
dopants and each quantum well. A schematic of the con-
trol sample structure is shown in Fig. 1 and specific sam-
ple details are given in Tab. I (bold text highlights the
parameter varied in that sample). Ohmic contacts to
the four corners of the approximately square samples are
made with InSn that is annealed at 375◦C for two hours

FIG. 2. Schematic of how longitudinal resistance measure-
ments are performed on samples to aid in correcting for sam-
ple and contact asymmetries using RA, RB , RC , and RD. The
discrepancy in side lengths on a sample is exaggerated in this
figure to demonstrate the technique.

in order to allow InSn diffusion down to the quantum well
region. Gold wires are used to connect the sample to a
Quantum Design Physical Property Measurement Sys-
tem (PPMS) capable of generating fields up to 14 T and
cooling to liquid helium temperatures. The PPMS out-
put is connected to lock-in amplifiers (Stanford Research
Systems SR830) from which readouts are recorded. Ini-
tial zero-field measurements of longitudinal and trans-
verse resistances are taken to ensure there is not large
sample asymmetry present.
For each sample, four longitudinal resistance measure-

ments (RA, RB , RC , and RD) are taken in four orien-
tations where the set of probes is rotated 90◦ relative to
the sample between each measurement. Hall resistances
were measured for two orientations on the sample, offset
by a 90◦ rotation. A schematic of this is shown in Fig. 2.

III. RESULTS

A. Sheet Carrier Density and Transport Mobility

From the raw data, we anti-symmetrize all Hall re-
sistance measurements and symmetrize all longitudinal
measurements in order to reduce the effects of signal in-
termixing in the samples. Intermixing occurs when there
are slight asymmetries or misalignments between the con-
tacts so that they are slightly offset in both the Hall
and longitudinal directions. This means that some small
amount of the “unintended” mode of transport (i.e. Hall
transport for a longitudinal measurement and vice versa)
will be present in the measured signal and will need to
be removed to obtain accurate data about the primary
resistance being measured. Examples of this data can be
seen in Fig. 3 for sample 2. Since measurements along
the same path with current flowing in opposite directions
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TABLE I. Sample Growth Temperatures and Compositions

Sample Growth Temperature (◦C) Alloy Type % Al in Well % Al in Barrier Barrier Thickness (nm) Number of Wells
1 520 Analog 23 27.4 2.3 10
2 505 Analog 23 27.4 2.3 10
3 535 Analog 23 27.4 2.3 10
4 520 Analog 26 30.4 2.3 10
5 520 Digital 23 27.4 2.3 10
6 520 Digital 23 40.0 2.3 10
7 520 Analog 23 27.4 3.0 10
8 520 Analog 23 27.4 2.3 6

TABLE II. Values Calculated From Magnetotransport Data

Sample ns (1012cm−2) µt (cm2/V·s) µq (cm2/V·s) τt (10−14s) τq (10−14s) τt/τq m∗/me
a

1 4.65 417 1176 2.1 5.9 0.35 0.0882(23)
2 2.84 649 1418 3.2 7.0 0.46 0.087(4)
3 4.45 536 865 2.6 4.3 0.62 0.087(5)
4 2.12 408 2088 2.3 12.0 0.20 0.100(13)
5 1.54 213 1459 1.4 9.6 0.15 0.116(13)
6b - - - - - - -
7 9.17 387 1036 1.9 5.0 0.37 0.0805(4)
8 1.89 166 1128 0.9 5.9 0.15 0.091(6)

a Many effective masses show magnetic field dependence and values are reported around B = 10 T.
b Unable to be measured due to Schottky-like behavior at low temperatures, likely due to carrier-depleted quantum wells.

FIG. 3. Anti-symmetrized Hall resistance and symmetrized
longitudinal resistance as a function of applied magnetic field
for sample 2.

(RA and RC or RB and RD) should theoretically be the
same, we average these values to help correct for the ef-
fects of any contact or sample asymmetry present in the
measurement:

R1 =
RA +RC

2
(1a)

R2 =
RB +RB

2
. (1b)

These resistance values are related to the 2D sheet resis-
tance of the sample, Rs, via the van der Pauw equation
[6]:

exp[−πRA/Rs] + exp[−πRB/Rs] = 1. (2)

With RA and RB calculated from measurements, we nu-
merically solve Eq. (2) for Rs.
When we plot Hall resistance as a function of applied

magnetic field for samples with a single type of charge
carrier, we observe linear behavior with a slope of 1

nse
where e is the elementary charge and ns is the sheet
charge carrier density. Thus, from the slope of these
plots, we extract ns and use it to calculate electron trans-
port mobility, which is given by

µt =
1

ensRs
. (3)

Tab. II contains all of the values calculated from anal-
ysis of the mangetotransport measurements where sheet
carrier density (ns), transport mobility (µt), quantum
mobility (µq), transport lifetime (τt), and quantum life-
time (τq) are reported for T = 2 K.
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FIG. 4. Shubnikov-de Haas oscillations for sample 2 at 2 K
as isolated via two different methods: in blue, the second
derivative of the symmetrized Rxx signal, and in orange the
residuals of subtracting a best-fit cubic polynomial over the
magnetic field range shown.

All of the values of ns measured at 2 K were between
1012 cm−2 and 1013cm−2 with the most notable measure-
ment being that of sample 6, which showed significantly
higher charge carrier density than the other samples.

The highest transport mobility of µt = 648 cm2/V·s
was observed in the sample grown at 505◦C. Mobility de-
creased somewhat in the control sample grown at 520◦C
but increased again at 535◦C. This may be due to In
partial evaporation at 520◦C but even more pronounced
In evaporation at 535◦C, as In re-evaporation has been
previously observed in MBE growth of similar samples
[7]. This could explain the changing mobilities because
at 535◦C, the wells approach AlGaAs more closely, thus
decreasing disorder and increasing µt.
While even the highest electron mobilities reported

here are about an order of magnitude below what would
be considered decent electron mobility in many electronic
applications, we were seeking to optimize within a de-
sign practical for real photocathode fabrication and use.
Specifically, in our design, the dopant atoms are placed
very close to the InAlGaAs wells to increase the efficiency
of the dopant. However, this creates ionized atoms in
close physical proximity to the wells, greatly increasing
the frequency of electron scattering events. Within these
limitations, it appears that the cooler growing tempera-
ture of 505◦C optimizes µt.

B. Shubnikov-de Haas Oscillation Analysis

In order to extract further information about the
charge carrier environment in the material, we turn to the
analysis of the Shubnikov-de Haas oscillations that occur
in the longitudinal resistance measurements at high mag-
netic fields. Under these conditions, the density of states
distribution begins to develop peaks near quantized elec-

FIG. 5. Amplitude of Shubnikov-de Haas oscillations as a
function of magnetic field for sample 2, shown for several
temperatures. Oscillations were isolated by taking the sec-
ond derivative of symmetrized Rxx data and adjusting the
offset so that oscillations occured about zero.

tron energies in a precursor to the Integer Quantum Hall
Effect [8]. As these peaks move past the Fermi energy,
this causes fluctuations in the number of states available
to electrons at the Fermi energy, and therefore fluctua-
tions in the longitudinal resistance of the material.

We tested two different methods to isolate the
Shubnikov-de Haas (SdH) oscillations from the back-
ground signal. In the first method, we fit a cubic poly-
nomial to the symmetrized data starting at the magnetic
field at which the onset of visible SdH oscillations be-
gin. (We found that cubic fits to the symmetrized signal
starting at lower fields were worsened by the presence
of pronounced weak localization and were therefore not
pursued further.) We then plot the residuals from this fit
as a function of magnetic field in order to get the poly-
nomial background-subtracted oscillations. In the sec-
ond method, we interpolate the symmetrized Rxx data,
smooth it slightly, and differentiate it twice. While this is
intended to isolate the oscillatory behavior of the original
signal, these second derivatives do not oscillate around
zero due to the curvature of the background signal. In
order to compensate for this, we manually shift the sig-
nals to oscillate around zero. For each sample, we apply
the same shift to all oscillatory curves of different tem-
peratures. A comparison of the signal isolated by each
method for one sample is shown in Fig. 4. In general,
the second derivative method appears to be more reli-
able for isolating clear oscillatory signal where the am-
plitude of oscillation increases with increasing magnetic
field magnitude. Thus, the values we report in this work
are calculated from second derivative method.

Once we isolate the oscillations from the background
signal, we expect them to be periodic with respect to 1/B
where B is the magnetic field [8]. The amplitude of these
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FIG. 6. Calculated effective mass as a function of the mag-
netic field of the Shubnikov-de Haas oscillation extrema from
which it was calculated for all measured samples. Most sam-
ples studied showed an overall increase in calculated effective
mass with increasing magnetic field.

oscillations is given by [9]

∆Rxx = 4R0
χ

sinhχ
exp[− π

ωcτq
] (4)

where ∆Rxx is the oscillation amplitude, R0 is the sheet
resistance at B = 0, ωc =

eB
m∗ is the cyclotron frequnecy,

τq is the quantum lifetime, and χ is given by [9, 10]

χ =
2π2kBT

∆E
. (5)

In this equation, ∆E is the Landau level energy gap
which can be written as

∆E = ℏωc =
ℏeB
m∗ . (6)

The oscillatory signal isolation is repeated for every
temperature at which the samples were measured; sam-
ples 1 and 2 were measured at 2 K, 4 K, 6 K, 10 K, and
20 K and the rest of the samples were measured at 2 K,
4 K, 10 K, 15 K, and 20 K. The isolated SdH oscilla-
tions at different temperatures in sample 2 are shown in
Fig. 5. For each temperature, we differentiate the am-
plitude vs. magnetic field curve (such as those shown in
Fig. 5) and solve for the roots in order to find the field
values for which local extrema were observed. For each
sample, we average these field values across all tempera-
tures measured for each oscillation. Then, we normalize
the amplitudes of oscillation at those averaged field val-
ues using the amplitude of the lowest temperature mea-
surement. From Eq. (4), we can express these normalized
amplitudes as [9, 11]

∆Rxx(T,B)

∆Rxx(T0, B)
=

T sinh(2π2T0
kB

∆E )

T0 sinh(2π2T kB

∆E )
. (7)

We then plot ∆Rxx(T,B)
∆Rxx(T0,B) as a function of T , as shown in

Fig. 7. The curve shown is the best fit curve of equation
Eq. (7) when T0 = 2 K and kB

∆E is taken as a fitting

parameter. As has been noted in the literature, using m∗

directly as a fitting parameter can give erroneous values
[12]. We observe similar issues when attempting to fit
directly to m∗, or even ∆E. We find that using kB/∆E
as a fitting parameter and then converting the fit value
back to ∆E, and to m∗ using Eq. (6) circumvents this
issue.
Most samples have three clear SdH oscillation extrema

that we are able to analyze for effective mass calculations,
but due to the weakness of the oscillations for sample 8,
there are only two extrema that we can use in calcu-
lations. In most samples the calculated effective mass
is higher when calculated from SdH oscillation extrema
that occured at higher fields, as shown in Fig. 6. In-
terestingly, this effect of increasing effective mass with
magnetic fields seems to be more pronounced in samples
where modifications to the AlGaAs barrier were made
(samples 2, 3, 4, 5, and 7) relative to the samples where
only growth temperature was varied and the control de-
sign is used. The m∗ values we report are averaged from
the values calculated between fields of 8 and 13 T. We
believe that accounting the magnetic-field dependence of
effective mass would involve g-factor corrections beyond
the scope of this work.
However, we can compare these to the effective mass

values calculated for strained AlGaAs with 27.4% Al
which is m∗ = 0.08398 me and for strained InAlGaAs
with 23% Al and 61% Ga, which is m∗ = 0.07778 me

(calculated from parameters in Ref. [13]). For all sam-
ples that we were able to measure, except for sample 7
in which we increased the barrier thickness, we see that
our m∗ values are notably higher than these predicted
values. Several factors are likely at play here, including
influences from the energy and physical confinement of
electrons (due to band offsets and the ultrathin nature of
the layers respectively), as well as specific factors within
individual sample design. The most significant increase
observed in the effective mass is due to the use of a dig-
ital alloy AlGaAs barrier, followed by the sample with a
global 3% increase in Al content.
The average m∗ values reported in Tab. II were used

to calculate τt using

τt =
µtm

∗

e
. (8)

The values calculated follow nearly the same trend as µt,
except for samples 1 and 4, where sample 1 has a slightly
higher value of µt and sample 4 has a slightly higher value
of τt.
For quantum lifetime (τq), we can see that [9, 14]

ln(D) = ln

[
∆Rxx(T,B)

∆Rxx(T0, B)

sinh(χ)

χ

]
= C0 −

πm∗

eτqB
(9)

where C0 is a constant. If we plot ln(D) as a function
of 1/B and perform a linear fit to this data, the slope is

given by −πm∗

eτq
, from which we extract τq. Once we have
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FIG. 7. Amplitudes of Shubnikov-de Haas oscillation at B =
9.41 T normalized to the amplitude at 2 K as a function of
temperature for sample 2. The line is the best fit of Eq. (7)

where kB
∆E

is used as the fitting parameter.

FIG. 8. Dingle plot used to calculate τq for sample 2 based
on Eq. (9).

a value for τq, we calculate µq using

µq =
τqe

m∗ (10)

the values of which are given in Tab. II. While none of
the other samples outperformed sample 2 in transport
mobility, sample 4, which had a 3% increase in aluminum
across the AlGaAs barriers and InAlGaAs wells, showed
only a small decrease in transport mobility and a large
increase in quantum mobility and lifetime relative to the
control sample. Interestingly, the quantum and transport
mobilities do not track well together across the samples
studied, but this may be due to the fact that the trans-
port mobility is weighted by large angle scattering [9].
The small ratios of τt/τq across all samples, taken to-
gether with the fact that the Si modulation doping layers
are placed very close to the InAlGaAs wells suggest that
large-angle impurity scattering is the dominant scatter-
ing mechanism for electrons in all of the samples studied
[15].

We also perform basic frequency analysis on the SdH
oscillations. Since the oscillations are predicted to be pe-

riodic with respect to 1/B, we plot the amplitudes as a
function of 1/B and use a discrete Fourier transform to
isolate the frequencies (BF ) of oscillation. The discrete
Fourier transforms for all samples had low resolution at
low frequencies due to how few complete periods of oscil-
lation were able to be analyzed. In all samples only one
frequency could visibly be identified, however, calculating
the differences in the 1/B positions of extrema prior to
passing the data through the discrete Fourier transform
revealed that the period of oscillation was not constant
and drifted longer for higher values of 1/B (lower mag-
netic fields). This may be due to two close frequencies
present in the signal contributing to the changing period
that are not able to be resolved in the discrete Fourier
transform.
From these values of BF shown in Tab. III, we calculate

sheet carrier density as derived from the SdH oscillations,
nSdH to be [9]

nSdH =
geBF

h
=

2eBF

h
(11)

where g is the Landau level degeneracy which we take to
be 2 for spin-unresolved Landau levels. By taking the ra-
tio of ns to nSdH , we are able to see whether we are get-
ting transport participation from multiple subbands in
the quantum well structure. From the results in Tab. III,
we can see that our values of ns were consistently signifi-
cantly larger than the corresponding nSdH values. While
the poor resolution of the discrete Fourier transform to
calculate BF limits the certainty of these results, this is a
first indication that we may be seeing multiple subbands
participating in this transport.
Lastly, we also attempt to calculate the Landau level

index, N , for the minima observed in the SdH oscilla-
tions. When the Fermi level lies between two Landau
levels, a minima is observed in Rxx electrical resistance as
a precursor to the Integer Quantum Hall Effect in which
this resistance drops to zero [8]. In order to calculate N
we divide BF for that sample by the field value at which
a minima occurs in the 2 K SdH oscillations. The results
of this division are shown in the last column of Tab. III
where the magnetic field at which a minima appears, B,
and the Landau level index calculated at that field value,
N , are given as ordered pairs. Theoretically, these values
should be integers. While some values are close to inte-
ger values, the majority of the values depart significantly
from integers. We believe this to be due to inaccuracy
in the BF values due to the very low resolution of the
discrete Fourier transform because of the low number of
periods that appear in the raw data and can be used. In
general, we see that this resolution places severe limita-
tions on the reliability and precision of the values derived
from this SdH frequency analysis presented in Tab. III.

As a general note on uncertainty in this work, we do
not include statistical or systematic uncertainty in the
values reported here, except in the case of m∗ in Tab. II,
as doing so is not standard to the discipline. We es-
timate that the largest sources of error introduced into
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TABLE III. Values Calculated From Shubnikov-de Haas Frequency Analysis

Sample BF (T) nSdH (1012cm−2) ns/nSdH (B,N)
1 25 1.21 3.8 (8.14, 3.07), (11.45, 2.19)
2 24.5 1.18 2.4 (7.97, 3.07), (11.23, 2.18)
3 24.5 1.18 3.8 (7.64, 3.21), (10.75, 2.28)
4 16.75 0.80 2.6 (7.90, 2.12), (12.74, 1.31)
5 16.75 0.80 1.9 (7.08, 2.37), (11.85, 1.41)
6a - - - -
7 22.3 1.08 8.5 (8.11, 2.75), (11.40, 1.96)
8 22.5 1.09 1.7 (8.99, 2.50)

a Unable to be measured due to Schottky-like behavior at low temperatures, likely due to carrier-depleted quantum wells.

our work here, aside from the discrete Fourier transform,
come from samples not being perfect squares, contact
asymmetry, and the square van der Pauw geometry used,
which has been known to introduce some error into the
measurements [16].

IV. CONCLUSION

We present results from the magnetotransport mea-
surements and Shubnikov-de Haas oscillation analysis of
several different AlGaAs/InAlGaAs multiple quantum
well photocathode samples. We found that a cooler
growth temperature of 505◦C offered the best transport
mobility and therefore demonstrated a higher material
quality than the other samples studied, including those
grown at 520◦C and 535◦C as well as those with modifica-
tions to the AlGaAs barrier and one with fewer quantum
wells. We also found that effective masses were consis-
tently higher than predicted for strained AlGaAs or In-
AlGaAs of the compositions we used, with the lowest m∗

observed for the sample grown with a thicker AlGaAs
barrier layer and the highest m∗ observed for the sample
grown with digital alloy AlGaAs layers. For many sam-
ples, we also found that effective mass increased with
increasing applied magnetic field. Our analysis of the
quantum and transport lifetimes suggests that large an-
gle scattering, likely from ionized impurity atoms from
modulation doping layers, dominates the scattering for
all samples studied. Frequency analysis was performed
on the SdH oscillations at 2 K for all samples, but poor
resolution of the discrete Fourier transform due to the
limited number of oscillations observed placed severe re-
strictions on the precision and reliability of values calcu-

lated, and more work will be needed if these values are
of further interest.
From this work, we are able to better inform

the growth and design conditions of future Al-
GaAs/InAlGaAs quantum well and 2DEG systems,
specifically by employing slightly cooler growing temper-
atures. We especially hope to continue our work in op-
timizing and developing these systems as spim-polarized
photocathodes to improve the performance and contin-
ued operation of particle accerlators’ electron beam facil-
ities as they seek to explore the structure and interactions
of sub-atomic particles.
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